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Abstract— In recent years, large data sets are used not only for internet application but also used on normal applications. A beneficial 

research results in the area of similarity-based data retrieval techniques, a favorable approach. As a result, the inclusion of similarity-based 

retrieval techniques of image data into DBMS is currently an active research issue. In query information system the query-by-example is a 

method which allows the user to provide an image as a query and to search for similar images based on one-to-one or all comparisons of 

features of the query in large image database. While studying of this paper, we described Euler’s angle oriented recognition on Map 

Reduce algorithm. In this algorithm, the data made into two clusters namely, Clock wise and Anti-clock wise rotations. The image is 

extracted using an angle oriented DCT that invokes certain normalization techniques. Furthermore, face matching is compared to the 

technique of similarity based query optimization operation using Tanimatto distance. It is observed from the results that use of reliable 

optimization technique gives a recognition rate is high. 

Index Terms— Angle oriented; Discrete Cosine Transform; Map Reduce; Query Optimization; Similarity etc.   

——————————      —————————— 

1 INTRODUCTION                                                                     

hellappa et al., 1995 [4] discussed the categories of face 
recognition, which falls into two categories feature based 
and Holistic approaches. Feature based face recognition 

relies on detection and characterization of the individual facial 
features like eyes, nose and mouth etc., and their geometrical 
relationships. On other hand the holistic approach, involves 
encoding of the entire facial image. Earlier works on these 
lines were proposed by various authors: Ziad M.Hafed and 
Martin Levine 2001[16] proposed a holistic approach to face 
recognition, an affine transformation was used to correct for 
scale, position and orientation changes in faces. Ting Shan et 
al., 2006 [15] developed a face model which can be used to 
interpret facial features and synthesize realistic frontal face 
images when a single face novel image given. Jagan Mohan 
R.N.V., and Subbarao R.,2011 [6] given a new computational 
approach that is converting the input image to database image 
using angle orientation technique and developed an algorithm 
for face recognition system using DCT  and studied K-Means 
Cluster Reliability. 
 
Jagan Mohan RNV et al., 2011 [6] discussed the kinds of angle 
oriented algorithm which falls into two categories, is to identify-
ing the feature images of the faces even though they are angle 
oriented. If the input image angle is not 900, rotate the image to 
900 and then apply normalization technique such as geometric 
and illumination technique. Recognition of an image by using 
rotational axis is easy to achieve or recognize the face. When the 
input image rotates from horizontal axis to vertical axis the face 
rotates anti-clock wise and the face appears in which it is the 

same as the database pose, then the object is recognized. Simi-
larly, when the input image rotates from vertical axis to hori-
zontal axis the face rotates clock wise and the face appears in 
which it is the same as the database pose, then the object is rec-
ognized. Therefore if input image is angle oriented, the pose is 
changed or angle is altered using rotational axis and then com-
pared. 

 
Different authors discussed the image retrieval application of 
the image database, the user takes an image is he or she are in-
volved in and wants to find similar images from the entire da-
tabase. Among these two-steps the first step is for each image in 
the database a feature vector describing some image properties 
is computed and stored in a feature database. The given a query 
image, its feature vector is computed and compared to the fea-
ture vectors in the feature database, and images most similar to 
the query image are returned to the user in the second category 
of to search the image database. The features and the similarity 
measure used to compare two feature vectors should be effi-
cient enough to match similar images as well as being able to 
discriminate dissimilar ones. 

 
In this paper we introduced cluster classification for Angle 
Oriented approaches in section1.The Section 2 deals with the 
Map Reduce. Query Optimization on image database discussed 
in Section 3. The basics algorithm for Euler angle oriented ap-
proach system is discussed in section 4. Section 5 deals with the 
experimental results of the proposed system are highlighted. 
The conclusion and future perceptive are mentioned in section 6 

2 TAXONOMY OF CLUSTERS 

The Task of classification is the assigning objects to one of sev-
eral pre-defined categories.  Classification is a technique is a 
systematic approach for building classification models from an 
input dataset. Many authors discussed several approaches in 
classification and decision-tree based methods. Decision-tree is 
fast and easy-to-use approach for rule generation and classifi-
cation problems. Kun-Che Lu and Don-Lin Yang proposed a 
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general framework based on the decision-tree for mining and 
processing image data [9]. Association rule and Decision-tree 
based methods for fuzzy rule generation were offered by Fe-
renc Peter Pach and Janos Abonyi [5]. Many studies have con-
sidered positively the induction and analysis of decision trees 
[11], [7], [8] and [17].  
 
In this paper, we introduced a cluster classification tree for 
clustering database images. Entire database of the images 
represented as C which is the root node, divided into two 
groups of major similar objects called clusters C1 and C2 

representing internal nodes. The similar image object groups 
being rotated in the clock-wise direction belong to the internal 
node, cluster C1.  On the other hand, C2 which has a group of 
similar image objects rotate in anti-clock wise direction. Again, 
the cluster C1 is grouped into three terminal nodes (segments), 
C11, C12 and C13, called nested clusters. Likewise C21, C22 and C23 
are defined as nested clusters, the three terminal nodes of clus-
ter C2. If θ is the angle of rotation in each cluster, the nested 
cluster C11consists of images with angle 0 to 300, C12 comprises 
the images in between 310 to 600 and C13 bears 610 to 900. The 
same type of segmentation followed in internal node of C2 in 
which the images rotate with an interval of 300 starts with 0 
and ends at 900 in anti-clock wise direction. The cluster tree 
diagram is given in figure 1.1. 

 

Figure 1.1: Cluster tree diagram 

3 MAPREDUCE QUERY PROCESSING 

MapReduce is a well-known technology used for query 
processing. It is a process and large amount of data set by di-
viding the various clusters. It is used for processing and gene-
rating the various clusters. MapReduce is simplifying the dis-
tribution of application system by providing two interfaces: 
Map and Reduce. To build applications on MapReduce, users 
must transform and code them as customized map and reduce 
functions. One can be identify the drawback of MapReduce is 
its lack of elevated and declarative languages. Hive [1,2] and 
Pig [3] suggested in much comparison, SQL, which is sup-
ported by most DBMSs, hides implementation details for ex-
ample access method, plan optimization, there by simplifying 
application programming. Recently, some high-level languag-
es have been proposed for MapReduce. 

 
In this regard, we discuss the how to process query in the Ma-
pReduce framework. And then, we propose our query optimi-
zation problem. MapReduce was introduced by Google as a 
new processing technique for handling large-scale data analy-

sis. It works on distributed and parallel file systems (DPFS). 
To simplifying the parallel processing, data in DPFS are sepa-
rated into equivalent portions. MapReduce splits the devel-
opment of parallel programs falls into two stages: map and 
reduce. In the map phase, each mapper loads a data portions 
from DPFS and transforms it into a list of key-value pairs. The 
key-value pairs are buffered as r local files, where r is the 
number of reducers. All key-value files are sorted by keys. In 
the reduce phase begin, When mappers finish their processing. 
The key-value files are shuffled to the reducers, where files 
from different mappers are combined together. For values 
with the same key, the user defined processing logic is applied 
by the reducer and a new key-value pair is generated as the 
result. Finally, the results are written back to DPFS. 

Figure 3.1: Map Reduce for Face Recognition 

4 QUERY BY EXAMPLE 

The Similarity with query by example is suggested by differ-
ent authors. The main goal of similarity based query optimiza-
tion, when users submit an image as a query to the system to 
get in return this most similar image to the image query ac-
cording to particular visual principles.  User may want to 
know, how to select visual descriptors.  However, it’s general-
ly that do not have any idea of the most perceptive descriptor 
to use for their query.  In many cases, our approach finds as-
signs priorities on clusters of image descriptions and conse-
quently proposes continuously cluster based query optimiza-
tion the query by example execution. 

4.1 SIMILARITY BASED QUERY OPTIMIZATION 

Earlier works on similarity based query optimization is pro-
posed by various authors are as follows. Solomon Atnafu, 
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Lionel Brunie and Harald Kosch, 2001[12], T. Seidl and H.P. 
Kriegel, 1997[14] working on large image database however, 
as a substitute of exact match; all images that are similar to the 
query image with a specified degree of similarity are returned 
as a query result. The above cited in query processing is based 
on similarity of images on their features. When an image is 
inserted into database its feature is extracted using feature 
extraction functions and stored with the image in database as 
an additional attribute of the images. The features of the image 
may be indexed by using multi-dimensional indexing me-
thods to facilitate image database query processing. Similarity-
based query processing is then based on the image features 
not on the actual image. 
 
A query posed on image database among other things con-
tains the query image, value of features and the threshold val-
ues. During similarity based query processing inside of the 
query image is extracted and then matched with the feature of 
images in the image database. Those images are stored in the 
image database that match the query image with a given thre-
shold will be retrieved as the result of the query. As it was 
discussed above, query processing on image database is not 
exact match rather it is based on degree of similarity between 
images. Hence the query model of traditional database sys-
tems is not directly applicable. To commonly used query 
models for image database are nearest neighbor query models. 
 
Previous works on nearest neighbor search is recommended 
by various authors J.H. Lee, G.H. Cha and C.W. Chung, 
1999[9]. The nearest neighbor query model returns number of 
images that are more similar to the query image than any oth-
er images in the image always get images in response to his 
query even though they are not similar. On the other hand, 
returns all images in the image database that falls in a given 
threshold. The threshold value is given by the user and data-
base. In this method processing of query of the form retrieve 
images similar to a query image, involves extracting the fea-
tures of query image, matching it with feature of all images in 
the database and retrieving images that are similar to query 
image in sorted order. The nearest neighbor model always 
returns output images even though they are not similar. 
Hence the user can it shows the maximum distance between 
the value of feature of the query image and the result images. 
The query may return no image at all or all images depending 
on the value of the threshold and the distribution of the image 
collection. 

5 CLASSIFIER FOR DISTANCE METHODS 

The feature vectors obtained by familiarizing various transforma-

tions algorithms like DCT, KLT, DWT etc., have certain confines 

such as poor discriminatory power and ability to handle large 
computational load.  While studying of this section, Tanimatto 

distance classifier methods for image matching are discussed.  

 

Image matching classification system analyzes the numerical 

properties of various image features and organizes and data into 

categories.  This classification includes a wide range of theoretic-

decision approaches for the identification of images for each im-

age debits one or more features and each of these features be-

longs to one of several distinct classes.  In practice, the minimum 

distance classifier works well, provided the distance between 

means is large when compare to the randomness of each class 

with respect to its mean.  The minimum distance classifier is used 

to categories unknown image data classes and therefore, the min-

imum distance between the image data and the classes in multi 
feature space exists.  The distance is defined as an index of simi-

larity and in consequence the minimum distance is identical to 

the maximum similarity.  This paper describes Tanimatto distance 

as follows shown in below. 

5.1 TANIMATTO DISTANCE MEASURE 

The Tanimatto distance classifier is a comprehensive of jaccard 
coefficient and can be used for document data but reduce the 
jaccard coefficient in the case of binary attributes. This is 
represented as T. 

 
Tanimatto Distance     
 

When the ―similarity ratio‖ is given over bitmaps, where each 
bit of a fixed size array represents the presence or absence of a 
character being modeled. The definition of the ratio is the 
number of common bits divided by the number of bits set in 
either sample. The same calculation is expressed in terms of 
vector product and magnitude. This representation relies on 
the fact that, for a bit vector (where the value of each dimen-
sion is either 0 or 1). 

6 THE BASIC ALGORITHM FOR SIMILARITY BASED 

QUERY OPTIMIZATION 

1) Select normalized input image classification i.e., Clock 
wise rotation and Anti-clock wise rotation. 

2) Choose the no.of clusters 
3) Select the each cluster in no.of image objects 
4)  Select the database image from database as the initial 

centroid points 
5) Choose DCT based feature extraction of feature vec-

tors in x (input) and y (Database).  
6) for each x and y calculate the distances (using any dis-

tance classifier method) 
7) Subtract y from x i.e., equal to c=x-y; 
8) Calculate the mean of z 
9) Verify mean value of z either positive or negative. 
10) If z ≤ 0 then 

 Return‖ we may say that match between images‖. 
       Else if z>1 then 

Return ―No match between images‖. 
      End if 
     End for 

11) Re-compute the centroid of each cluster. 
12) until the centroids don’t change. 

7 EXPERIMENTAL RESULTS FOR ANGLE ORIENTED IMAGE 

DATABASE 

In this section, we discuss the retrieval plan of stability be-
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tween computational complexity and retrieval accuracy. We 
focus on the comparison of two important retrieval things, 
namely retrieval accuracy and the speed. The test image is 
classified into two groups, namely clockwise rotation and an-
ticlockwise rotation for each of them various θ values of both 
images. The Recall Rate of software reliability is used for effi-
ciency of the angle oriented image database.  
 
 

7.1 ANTICLOCKWISE ROTATIONS 

If test image is not equivalent to the database pose then test 
image is rotated to the horizontal axis to vertical axis and 
compared to database pose. 

 
7.2 CLOCKWISE ROTATION 
If test image is compared with the equivalent database image 
pose. Otherwise, it is not equivalent then test image rotates 
from vertical axis to horizontal axis to match with the database 
pose.  

 

8 CONCLUSION AND FUTURE WORKS 

The perceptive of this paper, Map Reduce with angle oriented 
face recognition using Tanimatto distance algorithm is pro-
posed. While studying of this paper the input image is classi-
fied into anti-clock wise rotation and clock wise rotation and 
also the cluster classification is studied. We introduced the 
Map Reduce algorithm Cluster based angle oriented images is 

adopted. The efficient cluster reliability of cluster recall rate on 
face matching like similarity based algorithm is performed. 
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